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TECHNOLOGY, MEDIA AND TELECOMMUNICATIONS

AI Act: Commission guidelines on 
high-risk systems

The European Commission recently launched a stakeholder consultation on on the implementation of 
the AI Act’s rules on the classification of artificial intelligence (AI) systems as high risk. The purpose 
of the consultation is to collect contributions on:

Classification of AI systems as high-risk

	• Practical examples of AI systems that can be classified as high risk 

	• Questions on the rules for classification of AI systems as high- risk pursuant to Article 6 and Annexes 
I and III of the Artificial Intelligence Act 1 (AI Act)

Proposal for Commission guidelines on Article 6 of the AI Act (Guidelines)

	• Issues to be clarified in the Commission Guidelines on the classification of AI systems as high risk

	• Future guidelines on the requirements and obligations that high-risk AI systems must meet

	• Clear definition of the responsibilities of providers, deployers and others along the AI value chain

1	 Regulation (EU) 2024/1689 of the European Parliament and of the Council of 13 June 2024 laying down harmonised rules on 
artificial intelligence and amending Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) No 168/2013, (EU) 2018/858, (EU) 
2018/1139 and (EU) 2019/2144 and Directives 2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act).
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CLASSIFICATION OF SYSTEMS IN THE AI ACT: 

The AI Act came into force on 1 August 2024 to establish harmonised rules for the use of coherent, 
trustworthy and human-centric artificial intelligence systems. 

The classification of AI systems follows a risk-based approach 2, especially with regard to the high-risk 
systems provided for in Chapter III of the AI Act. 

The figure below illustrates the various levels of risk classification, including AI systems whose use is 
not permitted because they are considered prohibited AI practices, pursuant to Article 5 of the AI Act 3. 

Data source: European Comission

The AI Act states that high- risk systems can only be used if they do not pose an unacceptable risk to 
people’s health, safety or fundamental rights. These systems are divided into:

	• AI systems used as safety components of products or products referred to in Annex I 4

	• AI systems that are covered by Annex III of the AI Act and which pose significant risks to health, 
safety or fundamental rights 5. These systems are not considered to be of high risk where they do 
not pose a significant risk 6

2	 See Recital 26 of the AI Act.

3	 According to Recital 28 of the AI Act, the use of AI systems for manipulative, exploitative, or social control practices is 
prohibited under EU law, as these practices do not align with EU values. However, there are exceptions for their use in law 
enforcement situations, such as biometric identification systems. The use of such systems is subject to exhaustive and 
restrictive regulation.

4	 Article 6(1) of the AI Act.

5	 Article 6(2) of the AI Act.

6	 Article 6(3) of the AI Act. This article applies to systems that perform narrow procedural tasks; improve the outcome of 
previous human activities; detect decision-making patterns without significantly replacing or influencing human assessment; 
and perform preparatory tasks in the context of relevant assessments. Examples of AI systems that are exempt from being 
considered high risk include: (i) interactive platforms and virtual tutors, provided they do not manipulate behaviour or create 
harmful dependency; (ii) support robots for the elderly and people with disabilities that assist with daily activities without 
replacing human assessment; (iii) tools that help individuals integrate into new communities or the labour market without 
significantly influencing critical decisions.

Prohibited AI practices

Regulated high risk AI systems High risk

Unacceptable risk

Limited risk

Low and minimal risk

Transparency

No obligations

https://www.plmj.com/en/services/practice-areas/Technology-Media-and-Telecommunications-law-Practice-Areas-PLMJ-Lawyers/10979/
https://digital-strategy.ec.europa.eu/en/policies/regulatory-framework-ai
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OBJECTIVE OF THE GUIDELINES PROPOSED BY THE COMMISSION:

According to the AI Act, the European Commission should publish guidelines on the practical application 
of the Act by February 2026, in particular those relating to the classification of AI systems as high risk 7. 
In addition, the Commission should draw up guidelines on legal requirements and responsibilities of 
operators throughout the value chain 8. The Guidelines aim to:

	• Provide practical examples and answer questions about the classification of AI systems as high risk, 
as referred to in Articles 6(1) and (2) and Annexes I and III of the AI Act

	• Support providers and deployers in understanding and complying with the applicable requirements 
and obligations relating to high-risk AI systems, such as:

7	 Article 6(5) of the AI Act.

8	 Article 96(1)(a) of the AI Act.

The European Commission should publish guidelines on 
the practical application of the Act by February 2026, 
in particular those relating to the classification of AI 
systems as high risk.

OBLIGATIONS PROVIDERS DEPLOYERS

Data governance Ensure the integrity and security 
of the data used.

Use the data in accordance with 
the provider's specifications while 
maintaining security and privacy.

Documentation Provide detailed documentation 
on the operation and risks of AI 
systems.

Maintain adequate records of the 
use and monitoring of AI systems.

Transparency Make sure that users can access 
clear information about the AI 
system.

Make sure that users understand 
how the system operates and 
what impact it has.

Human supervision Include mechanisms that enable 
human supervision of AI systems.

Implement adequate human 
supervision to monitor AI system 
operation.

Robustness and accuracy Ensure the robustness and 
accuracy of AI systems to 
minimise errors and failures.

Continuously monitor the 
accuracy and robustness of the AI 
systems being operated.

Security Ensure that AI systems do not 
pose a significant risk to users.

Implement security measures to 
protect AI systems from threats 
and abuse.

https://www.plmj.com/en/services/practice-areas/Technology-Media-and-Telecommunications-law-Practice-Areas-PLMJ-Lawyers/10979/
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This document is intended for general distribution to clients and colleagues, and the information contained in it is provided as a general and abstract overview. 
It should not be used as a basis on which to make decisions and professional legal advice should be sought for specific cases. The contents of this document 
may not be reproduced, in whole or in part, without the express consent of the author. If you require any further information on this topic, please contact 
Pedro Lomba (pedro.lomba@plmj.pt) or Nádia da Costa Ribeiro (nadia.costaribeiro@plmj.pt).

The consultation promoted by the European Commission closes on 18 July 2025, with the Guidelines 
to be published by 2 February 2026. The rules on the classification of systems as high risk, as set out 
in Article 6(1), will come into effect on 2 August 2027. 

APPLICATION OF AI ACT – WHERE ARE WE?

12 July 2024:

Publication of the AI Act

02 February 2025:

Entry into application of Chapter I 
(object, scope, definitions and AI 

literacy) and II (prohibited AI practices)

02 August 2026:

The entire AI Act applies, 
except for Article 6(1)

02 August 2025: 

Entry into force of rules on the 
implementation of notifying authorities, 
notified bodies, general-purpose AI models, 
governance, confidentiality and penalties

02 August 2027: 

Application of the rules on the 
classification of AI systems as high risk 
and on the corresponding obligations

01 August 2024:

Entry into force of the AI Act

https://www.plmj.com/en/services/practice-areas/Technology-Media-and-Telecommunications-law-Practice-Areas-PLMJ-Lawyers/10979/
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